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NMR experiments are ideally carried out in well-controlled magnetic fields. When samples of natural
porous materials are studied, the situation can be complicated if the sample itself contains magnetic
components, giving rise to internal magnetic fields in the pore space that modulate the externally applied
fields. If not properly accounted for, the internal fields can lead to misinterpretation of relaxation, diffu-
sion, or imaging data. To predict the potential effect of internal fields, and develop effective mitigation
strategies, it is important to develop a quantitative understanding of the magnitude and distribution of
internal fields occurring in natural porous media. To develop such understanding, we employ scanning
SQUID microscopy, a technique that can detect magnetic field variations very accurately at high spatial
resolution (~3 pum). We prepared samples from natural unconsolidated aquifer material, and scanned
areas of about 200 x 200 um in a very low background magnetic field of ~2 uT. We found large
amplitude variations with a magnitude of about 2 mT, across a relatively long spatial scale of about
200 pm, that are associated with a large magnetic grain (>50 um radius) with a strong magnetic
remanence. We also detected substantial variations exceeding 60 uT on small spatial scales of about
~10 pm. We attribute these small-scale variations to very fine-grained magnetic material. Because we
made our measurements at very low background field, the observed variations are not induced by the
background field but due to magnetic remanence. Consequently, the observed internal fields will affect
even low-field NMR experiments.
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typing, which is important in petroleum applications to discern
water and different types of hydrocarbons [23-25]. Measurement
of the apparent diffusion coefficient can provide insight into the

1. Introduction

Proton NMR is a versatile method to characterize fluid-filled

porous material. It is employed in various disciplines to study
pore-scale properties of porous systems [1], such as in hydrogeo-
physics to characterize aquifer material [2-9], in the petroleum
industry to characterize reservoir rocks [10-14], and in the soil
sciences to study water uptake and dynamics in soil [15-20]. These
applications primarily rely on measuring the NMR relaxation
times, because they are related to important pore-scale properties,
such as the surface-area-to-volume ratio of the pore space [21,22].
Another important quantity that can be obtained from NMR
measurements is the diffusion coefficient. It can be used for fluid
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geometrical restriction of the diffusion process, which can be used
to study pore size and pore geometry [26-28].

In all these NMR relaxometry and diffusiometry applications
the studied sample is placed in a static background field that is de-
signed to be as homogeneous as possible. In many experimental
setups, such as in imaging, pulsed field gradients, or inside-out
experiments, additional external magnetic gradients are employed
to encode information in the frequency and phase of the NMR sig-
nal. Complications can arise when the studied sample itself con-
tains magnetic components. The magnetic components induce a
magnetic field that strays into the pore space and modulates the
NMR background field. This effect is commonly referred to as inter-
nal magnetic field gradients in the pore space, or internal fields, as
opposed to the external field gradients generated by NMR tools.
Internal fields can arise due to magnetic particles present in the
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pore fluid [29], or parts of the solid phase of the sample being mag-
netic [30-32]. In both cases magnetization is caused by (i) differ-
ences in magnetic susceptibility between pore fluid and solid, or
(ii) the material carrying magnetic remanence. In case (i) the inter-
nal fields can be estimated based on geometry and magnetic sus-
ceptibility of the material (if known), and the orientation and
magnitude of the NMR background field [33-35]. For case (ii) the
situation is more complicated, because the magnetic remanence
can have any orientation and magnitude independent of the
NMR background field. Note that case (ii), unlike case (i), may oc-
cur even in the absence of a background field.

For many applications the effects of internal fields are unde-
sired. If internal fields are not properly accounted for, they can de-
grade the NMR signal by imposing uncontrolled phase onto the
spins during an NMR experiment. This can lead to misinterpreta-
tion of pore scale properties due to voxel misplacement in image
reconstruction [36], flawed quantification of the relaxation and
apparent diffusion parameters [37], or misclassification of charac-
teristic length scales when assessing the diffusion regime [38]. If
the internal fields are particularly large, they can shift the Larmor
frequency out of the bandwidth of the tuned excitation pulses,
such that certain regions in the sample do not contribute to the
NMR signal.

Various techniques have been developed to suppress the effects
of internal fields. Where possible, experimental parameters are se-
lected such as to minimize the internal field effect. One example is
a common Carr-Purcell-Meiboom-Gill (CPMG) measurement of
the T, relaxation time. The measured T, time is related to the sur-
face relaxation T,s, which provides the link to the surface-area-to-
volume ratio of the porous system; but it is additionally controlled
by the so-called diffusion relaxation T,p, which results from spins
diffusing through internal fields during the time between refocus-
ing pulses [39]. This mechanism is commonly described by the
equation Typ = 12/(Dgy*G?1?), where Dy is the diffusion constant
of water, y is the proton gyromagnetic ratio, G the average internal
field gradient amplitude, and 7 the echo spacing in CPMG measure-
ments. Because 1/Tp is proportional to 72, minimizing t therefore
increases T,p and thus minimizes the impact of G. But because the
minimum echo spacing is technically limited and cannot be made
arbitrarily short, this approach will fail if the internal field gradi-
ents are very large; considering a minimum echo spacing of
7=1ms and an internal field gradient of G=1 T/m yields a Top of
about 106 ms. This is of the same order as typical surface relaxa-
tion times (see e.g. [6]) and therefore may bias interpretation of
CPMG results.

Other techniques to suppress the effect of internal fields, mainly
applied in diffusion measurements, employ stimulated echo tech-
niques which minimize the time the spin magnetization resides
in the transverse direction, where it is affected by internal fields
[40], or employ pulsed field gradients involving multi-pulse se-
quences employing bipolar gradients [41-45]. In applications,
where such measures to counter the effects of internal fields can-
not be employed, such as in borehole NMR, it is sometimes as-
sumed that the (known) external field gradients can be made so
large that they dominate the internal fields, thus obliterating their
effect [32]. This assumption, however, requires that the magnitude
of the internal fields is known, which is often not the case. In a dif-
ferent approach the internal fields are not suppressed, but utilized
as a representation of the underlying pore geometry [46]. This
technique, known as decay due to diffusion in inhomogeneous
fields, has been used to obtain the pore size and pore connectivity
in carbonate rocks and sandstones [47,48], and also in medical
applications [49-51].

For all these methods, whether designed to suppress or to uti-
lize internal fields, it is important to develop a better understand-
ing of the magnitude and distribution of internal fields that occur

in natural porous media. Yet there are not many published mea-
surements of the internal fields in natural geologic material. In par-
ticular, little is known about microscale variations in natural
geologic media, although its importance has been recognized
[52,53]. Sun and Dunn developed a 2D CPMG sequence to correlate
the internal fields with the T, relaxation time, demonstrating that
higher internal field gradients are associated with regions of smal-
ler pore size [54]. It was noted that this technique may provide
only a smoothed representation of the internal fields averaged over
the diffusion distance during an NMR experiment [35]. Washburn
et al. devised a similar technique to determine the internal field as
function of T; for different background field amplitudes [55]. They
found that the maximum internal field gradient scales as a power
law with the amplitude of the background field amplitude.
Employing an imaging approach, Cho et al. visualized the internal
gradients of a model system of water-filled glass tubes [56]. Com-
plementing these experimental approaches, numerical studies
have been undertaken to model internal fields based on optical
images taken from natural samples [35,49], or numerically mod-
eled systems [31,34,52,57-59], and using plausible values for mag-
netic susceptibilities of materials. Numerical approaches typically
rely on the assumption that internal fields are caused by differ-
ences in magnetic susceptibility and do not include the effect of
remanent magnetization.

In our present study we directly quantify the magnitude and
spatial distribution of internal fields. We employ high-resolution
scanning-SQUID microscopy [60,61]| to determine the internal
fields that occur in small subsamples taken from natural geologic
material. The scanning-SQUID technique maps the magnetic field
lines generated by the sample and can give detailed information
about magnitude and spatial scale of magnetic variations. Another
advantage of this method is that it is independent of NMR, so we
avoid complications that may arise when internal fields are strong
and occur on small length scales. After briefly introducing the prin-
ciples of scanning-SQUID microscopy, we describe the samples
used for this study, show the measurement results, and discuss
the implications our results have for NMR measurements.

2. Materials and methods
2.1. Scanning SQUID microscopy

We use scanning-SQUID microscopy to magnetically image the
internal magnetic fields in natural porous geologic material. A
superconducting quantum interference device (SQUID) is a sensi-
tive magnetometer composed of a superconducting loop contain-
ing two Josephson junctions, illustrated by the red line and red
crosses in Fig. 1a. Superconducting materials are characterized by
their ability to conduct without resistance (up to a critical current)
and to expel magnetic fields (up to a critical field). When an exter-
nal magnetic field penetrates the superconducting loop, the super-
conductor generates circulating currents to compensate for the
external magnetic field. The DC SQUID is based on the DC Joseph-
son effect, which describes the relation between the supercurrent
through a junction and the quantum mechanical phase drop across
it. The total phase drop around the loop must be an integer multi-
ple of 27, and is closely related to the magnetic flux through the
loop. When the current in either branch of the SQUID loop exceeds
the critical current of its Josephson junction, a voltage appears. The
critical current of the SQUID is a periodic function of the flux
through the pickup loop, with periodicity of one flux quantum,
@,. If we bias the SQUID above this critical current, we can mea-
sure an oscillation in the voltage with the same periodicity, thus
obtaining very accurate measurements of magnetic flux.
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Fig. 1. Scanning SQUID microscopy. (a) The SQUID can be thought of schematically
as a superconducting loop with a 3 pm diameter pickup loop (red lines) and two
Josephson junctions (red crosses). The SQUID scans over the surface of magnetic
sample at an elevation of about 1 pm. (b) The magnetic field threading the pickup
loop is measured. (c) After scanning the sample surface, the individual measure-
ments are assembled to give a map of magnetic field. (For interpretation of the
references to color in this figure legend, the reader is referred to the web version of
this article.)

SQUIDs can be designed to be the world’s most sensitive flux
detectors. The two niobium SQUIDs we used in this work operate
at temperatures below 9 K, and are especially designed for scan-
ning, with a gradiometric design to be insensitive to uniform mag-
netic fields [61]. Each SQUID has a pickup loop of 3 um diameter.
The SQUIDs are operated in a flux locked loop to record the mag-
netic flux penetrating the pickup loop as a function of position as
the device is scanned over the sample surface. The SQUIDs are fab-
ricated on a silicon chip polished to a corner and mounted on a
cantilever to bring the pickup loop as close as possible to the sam-
ple, see gray frame in Fig. 1a. More details about the SQUID design
can be found in [61,62]. When the pickup loop is scanned over a
magnetic dipole, it captures the field generated by the dipole at dif-
ferent locations, see Fig. 1b. From the resulting field maps we
determine the presence of the dipole, its moment, and orientation
[63]. The SQUID can detect nanoscale ferromagnetic objects with
moments as small as 10% i in DC, even if they are much smaller
than the physical size of the pickup loop. While the technique
has unprecedented magnetic sensitivity, it is limited in its spatial
resolution. The limitation is due to the pickup loop size and the
height above the sample surface, ~1 pum in our setup. Because
the measured flux image is a convolution of the magnetic field
and the geometric sensitivity of the pickup loop, features that are
smaller than 3 pm will be smeared to about 3 pm.

An isolated micron- or submicron-scale ferromagnetic patch is
conceptually similar to a small bar magnet with physical dimen-
sions that are comparable to or smaller than the pickup loop. In
Fig. 1c we illustrate the flux &(x,y) recorded while scanning the
SQUID over an isolated magnetic patch such as in Fig. 1b. The size
and intensity of the positive and negative lobes (red and blue) de-
pend strongly on the scan height as well as the characteristics of
the patch itself. The faint tails to the bottom of the dipole in
Fig. 1c are due to flux captured by the unshielded section of the
leads to the pickup loop.

2.2. Sample preparation

We prepared 3 samples for our scanning SQUID measurements.
Sample 1 was a reference sample consisting of clean quartz
Wedron sand with grains of <100 pum in diameter. The
manufacturer specifies >99.5% silica content, but notes that traces
of iron oxide, titanium oxide, and aluminum oxide may occur; of
specific relevance to this study is the known occurrence of the
magnetic mineral magnetite in the sand. The quartz sand was

magnetically filtered when first received in the laboratory in an
attempt to remove any magnetic components but we found,
through use of a hand magnet, that some black magnetic grains
(presumed to be magnetite) had survived the filtering. The red
arrows in the optical microscopy image in Fig. 2a point out
some examples of these black-colored grains attached to the
light-colored quartz grains.

Samples 2 and 3 consisted of natural sand grains obtained from
drill cuttings from a borehole installed at a research site close to
Lexington, Nebraska. This site had been developed as part of a
research project to monitor the High Plains aquifer, which is one
of the US’s most important aquifer systems. It has been studied
using laboratory, logging, and surface-based NMR methods
[8,9,64]. Our sample material was retrieved from a depth of about
23 m. Of relevance to this study is the presence of two types of
grains in the sample material—lighter colored grains found to be
nonmagnetic and presumed to be quartz, and darker-colored
grains found from testing with a hand magnet to be magnetic.
We presume that these black grains in the natural sand are
magnetite, which is very common in the near surface [65]. For
the samples we extracted grains of <300 pm in diameter, which
is typical for fine-grained sand. For sample 2, we used a random
mix of grains extracted from the natural sand. For sample 3, we
avoided, to the extent possible, including the dark-colored grains
and extracted only light-colored grains from the sand. For all
samples, the grains were mixed with nonmagnetic epoxy, which
we presume would act the same way as pore water devoid of
magnetic components. The grains were glued to a silicon wafer
by curing the epoxy for 15 min at 373°K. After the samples had
cooled down to room temperature, we polished the sample
surfaces using nonmagnetic 0.5 pm polishing paper. Any loose
residue was cleaned from the sample surfaces using a nitrogen
blower. Optical microscopy images of the samples 2 and 3 (after
preparation) are shown in Fig. 2b and c, respectively. We show
two images for each sample, one in low resolution with color
information, one in higher resolution without color information.
Rectangular region 1 of sample 2 is the area covered by scanning
SQUID. Because we are primarily interested in NMR experiments
that probe water in the pore space of geologic materials, we will
focus in our data analysis on a part of the pore space and the pore
boundary, marked as rectangle 2. The rectangular region shown for
sample 3 is the area covered by scanning SQUID.

For scanning SQUID imaging, the samples were cooled to liquid
He temperature, about 4 K. Because (i) the purpose of our measure-
ments is to analyze the internal magnetic field at room tempera-
ture, at which NMR experiments are typically carried out, and (ii)
the properties of magnetic minerals are temperature dependent,
we carried out additional magnetic measurements to address the
temperature-dependence of our results. These ancillary measure-
ments are described in the appendix.

3. Measurements results

Scanning SQUID data were acquired by taking discrete mea-
surements of magnetic flux at 1 pm intervals, about 1 um above
the sample surface. For each sample, acquisition was completed
on several rectangular areas: 3 areas of about 80 x 80 um for sam-
ple 1, 13 areas of about 100 x 300 pm for sample 2, and 4 areas of
about 100 x 300 um for sample 3. For each sample, the image of
the magnetic field was obtained by merging the individual areas
and manually adjusting minor offsets along the edges due to small
differences in sensor elevation.

The raw SQUID result for the reference sample 1 is shown in
Fig. 3a. Little variation is observed, as expected for the reference
quartz sand sample, except for some isolated dipolar features,
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(@) Sample1
(before preparation)

(b) Sample 2

(c) Sample3

Fig. 2. Optical microscopy images of the three samples. (a) Sample 1 is the clean quartz sand, shown before polishing. Small black, potentially magnetic, grains are marked by
the red arrows. (b) Two images of sample 2, composed of natural sand grains. Rectangle 1 shows the region measured by scanning SQUID microscopy. Rectangle 2 shows the
region on which we focus our discussion. (c) Two images of sample 3, composed of quartz grains from natural sand. The rectangular area shows the region measured by
scanning SQUID microscopy. The two images in (b) and (c) are a low-resolution color image (left) and a high resolution grayscale image. (For interpretation of the references

to color in this figure legend, the reader is referred to the web version of this article.)
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Fig. 3. (a) Raw magnetic field map of sample 1 (reference sample) obtained by
scanning SQUID microscopy. Arrows highlight isolated dipolar features. (b) Histo-
gram of the magnetic field values shown in (a).

which we attribute to small magnetic grains such as the ones
marked by the arrows in Fig. 2a. The field distribution is roughly
Gaussian, see Fig. 3b.

The raw SQUID result for sample 2 is shown in Fig. 4. This re-
gion, covered by scanning SQUID, is marked on the optical micros-
copy image by rectangle 1 in Fig. 2b. The magnetic image is
dominated by a large-scale dipolar feature with a magnetic field

Magnetic field map of sample 2

(o]
B (mT)

-1

Fig. 4. Raw magnetic field map of sample 2 (rectangle 1 in Fig. 2b) obtained from
scanning SQUID microscopy. Image is assembled from 13 patches; field values of
patches are adjusted manually to correct for DC offset between the images.
Numbered rectangular areas correspond to the rectangles in Fig. 2b.

varying from about 1 mT at the lower left corner to about —1 mT
at the right edge. Comparison of Fig. 2b and Fig. 4 suggests that
the field variation is likely due to the black grain (presumed to
be magnetite).

In order to examine magnetic features that occur on a smaller
scale, we apply a Gaussian filter to remove the dominating dipolar
feature from the magnetic field map of sample 2. This process is
illustrated in Fig. 5, displaying the region marked by rectangle 2
in Fig. 2b and Fig. 4. We chose a diameter of 23 pm for the Gaussian
filter to remove features of longer spatial correlation length. The
filtered image shown in Fig. 5b is a much smoother version of
the raw image in Fig. 5a. By subtracting the filtered image from
the raw image, we obtain an image that emphasizes small-scale
variations, as shown in Fig. 5c.

We show again rectangle 2, in Fig. 6a the microscopy image and
in Fig. 6b the magnetic image, but here restricted to a magnetic
field variation of 30 uT peak-to-peak amplitude. We identified
the grain boundaries by comparing Fig. 6a and b. The main part
of the image is pore space, appearing as darker-colored' region in
Fig. 6a. The upper left and lower left parts of the image are occupied
by grains, indicated by the brighter colors in Fig. 6a. In the magnetic

! For interpretation of color in Figs. 6 and 7, the reader is referred to the web
version of this article.
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Fig. 5. SQUID results from sample 2 (rectangle 2 in Fig. 2b). (a) Raw magnetic field map is dominated by strong dipolar feature extending from lower left to lower right corner.
(b) Magnetic map after applying a Gaussian filter with a diameter of 23 pm. (c) Subtracting filtered map in (b) from raw map in (a) results in map that emphasizes small scale

magnetic features. Scale bar in all images is 50 pm.

Optical microscopy of sample 2

Histogram of magnetic field

1000

Fig. 6. (a) Optical microscopy image of sample 2 (rectangle 2 in Fig. 2b). Brighter regions mark grains, darker regions mark pore space. (b) Magnetic field map corresponding

to (a) after Gaussian filter. (c) Histogram of the magnetic field values shown in (b).

map we observe large variations on a small spatial scale throughout
the pore space. At the grain boundaries we observe pronounced field
variations, exceeding 60 UT over short distances of 10 pm. The grains
appear as fainter areas in the magnetic image, indicating less mag-
netic variation within the grains. The field distribution follows a
Gaussian characteristic, as shown in Fig. 6¢.

The results after Gaussian filtering for the pore space region of
sample 3, marked by the rectangular area in Fig. 2c, are shown in
Fig. 7. As for Fig. 6, we show in Fig. 7a the optical microscopy image
where grains appear as brighter colors and the pore space as darker
colors, and in Fig. 7b the corresponding magnetic image. We ob-
serve a similar structure in the magnetic field map as for sample
2: field variations are pronounced in the pore space and at the
grain boundaries. Less variation is observed within the grains.

The field distribution follows a Gaussian characteristic, as shown
in Fig. 7c. The magnitude of the field variations is about 20 uT over
short distances of 10 pm. The variation is smaller than for sample
2, but still substantial.

4. Discussion

For the reference sample 1 we observed relatively little varia-
tion of the internal field, as shown by the smooth field map in
Fig. 3a. Exceptions are isolated dipolar features, marked by black
arrows in Fig. 3a. Because quartz is generally nonmagnetic, we
attribute these features to trace magnetic components in the
sample.



J.0. Walbrecker et al. /Journal of Magnetic Resonance 242 (2014) 10-17 15

Optical microscopy of sample 3
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Fig. 7. (a) Optical microscopy image of sample 3 (rectangle in Fig. 2c). Brighter regions mark grains, darker regions mark pore space. (b) Magnetic field map of sample 3 after
Gaussian filter. This area is marked by the rectangle in Fig. 2¢c. Dashed lines indicate grain boundaries. (c) Histogram of the magnetic field values shown in (b).

We observed major internal field variations in the natural sam-
ples. The variations occur on different spatial scales: (i) relatively
large-scale variations of about 2 mT over 200 pm, as observed in
the unfiltered data for sample 2 (Fig. 4), that are due to the presence
of the black (presumed magnetic) grain; (ii) small-scale variations
of about 20-30 uT over short distances of 10 pm, as observed in
the filtered data for samples 2 and 3 (Fig. 6b and Fig. 7b, respec-
tively) that we attribute to the presence of very fine magnetic
grains. The observed variations are substantial, considering that
the measurements were acquired at very low background field
(~2 uT). The observed variations are much larger than expected
from the assumptions commonly made in NMR that magnetic vari-
ations scale with the background magnetic field. Because we ob-
served the variations at low background field, we conclude that
they are not induced by the background field and magnetic suscep-
tibility contrasts, but occur due to remanent magnetization.

After applying a Gaussian filter to remove magnetic features
occurring on large spatial scale, we observed pronounced internal
field variations along the pore surfaces. But we also observed sub-
stantial variations within the pore space. Since we worked in a
clean nonmagnetic environment, and the potential sources of mag-
netic contamination are much weaker than our magnetic signal,
the only possible explanation for these variations within the pore
space is that very fine-grained magnetic material, part of the start-
ing sample, went into the pore space when we mixed the grains
and the epoxy during sample preparation. In situ, the fine-grained
material would occur either adsorbed to the surfaces of bigger
grains, or in suspension in the pore water, thus giving rise to mag-
netic variations. SQUID measurements were taken on samples at a
temperature of 4 K. To assess how well we can transfer our results
to experiments at room temperature, we made control measure-
ments monitoring the temperature dependence of sample magne-
tization. More details of the measurements are given in Appendix
A. We observed that for samples obtained from the same material
as scanning-SQUID sample 2, the magnitude of magnetization var-
ied by less than one order of magnitude when cooled from room
temperature to 4 K. From this we conclude that our scanning
SQUID results provide estimates of internal field variations that
are valid at room temperature within one order of magnitude.

The observed substantial internal field variations have the po-
tential to severely influence NMR studies of natural porous mate-
rial. Considering Earth field NMR, the observed field variations
are larger than the background field. This would invalidate the
assumption commonly made on the initial condition in an Earth
field NMR experiment that in thermal equilibrium the proton spins
of the pore fluid are aligned along Earth’s field axis. This could lead
to parts of the fluid-filled pore space not being excited in an NMR
experiment, and therefore not properly accounted for when esti-
mating porosity. Similarly, considering that excitation pulses in
low-field experiments can be relatively long and thus frequency
selective, such large variations could lead to the Larmor frequency
in some regions of the pore space being shifted out of the excita-
tion bandwidth of pulses. These effects could lead to substantial
underestimation of water content. In NMR relaxometry experi-
ments aimed at measuring the T, relaxation time it is often as-
sumed that the effect of relaxation due to diffusion through field
gradients can be minimized by selecting a short echo time. But
to suppress internal field gradients of the order of 1 T/m as ob-
served here, might necessitate echo times of less than 1 ms, which
is difficult to achieve. In pulsed-field-gradient measurements to
determine restricted diffusion coefficients, the internal fields could
dominate externally applied gradients, leading to misinterpreta-
tion of measured diffusion processes. In imaging experiments the
strong internal gradients could distort spatial phase and frequency
encoding, leading to voxel misplacement in image reconstruction.
In most of the described scenarios it would be difficult to remove
the effect of the internal fields, because their orientation and mag-
nitude is unknown. Our results provide important data needed to
better understand the magnitude of magnetic field variations that
occur in natural porous media. The results can be used to estimate
the potential effect on NMR experiments, or develop strategies for
mitigation.

5. Conclusions

Understanding the internal magnetic fields is essential for char-
acterizing porous materials by NMR. In this study we demonstrate
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that prior assumptions made about internal fields of natural por-
ous materials may be invalid. We measured the internal fields of
sand grains extracted from natural geologic samples employing
scanning SQUID microscopy, an excellent method to directly quan-
tify internal fields due to its outstanding sensitivity to magnetic
fields. Even though we carried out our measurements in a very
low background of 2 uT (only about 1/25 of Earth’s field), we found
substantial internal magnetic field variations. We detected a vari-
ation of more than 2 mT across the relatively long spatial scale of
200 pm, induced by large magnetic grains. We also detected pro-
nounced small-scale variations that occurred mainly along pore
surfaces, with variations exceeding 60 UT over the small range of
10 pm, which we attribute to very fine-grained magnetic material.
Because our measurements were conducted at very low back-
ground field, we conclude that the observed variations are not in-
duced by the background field, but due to natural remanent
magnetization carried by magnetic particles. While the magnitude
of the observed field variations is much larger than predicted, its
distribution is roughly Gaussian, as commonly assumed.

Our results demonstrate that substantial internal magnetic field
variation can be present in natural geologic material, even at low
background fields such as Earth’s field. These natural internal field
variations can potentially lead to biased NMR measurements of
water content, relaxation times, or restricted diffusion. In the fu-
ture, we plan to use our measurement results in numerical simula-
tions of NMR experiments to quantify the impact of the large
observed magnetic field variations on common NMR experiments
to determine porosity and pore size.
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Appendix A. Temperature dependence of magnetization

The purpose of our scanning SQUID measurements is to esti-
mate the magnitude of internal field variations caused by rema-
nent magnetization of magnetic particles in natural porous
media at room temperature. Scanning SQUID measurements, how-
ever, are taken on samples cooled to a temperature of about 4 K.
The magnetic properties of materials are temperature dependent,
and it is therefore important to assess how the magnetic properties
changed when we cooled our samples from room temperature to
4 K. Generally, the temperature dependence of magnetic properties
is a function of the magnetic mineral’s composition, grain size, and
grain shape. For example, one study found that for samples of
small-grained magnetite (~1 pm), the saturation remanent mag-
netization obtained at 1 T was reduced to about 50% of its initial
value at room temperature [66]. It is difficult to theoretically pre-
dict the temperature dependence for our natural samples, because
we do not know the exact compositions, sizes, and shapes of all
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Fig. A.1. Magnetic moment of three subsamples of mass 0.12 g, 0.06 g, and 0.18 g
(a-c) of sample 2, measured during cooling the samples from room temperature to
4 K. Arrows indicate the values of magnetic moment at the start of the temperature
sweep at room temperature and at the end of temperature sweep at 4 K. Error bars
are smaller than symbol size.

grains in the sample. To get an estimate of the temperature depen-
dence, we measured one component of the magnetic moment of
three subsamples obtained from the same material as sample 2,
using a commercial magnetometer (Quantum Design MPMS). The
samples had cylindrical shape with radius 0.5 cm, height
~0.5 cm, and masses of 0.12 g, 0.06 g, and 0.18 g. We note that
we measured magnetic moment instead of magnetization (i.e.,
magnetic moment per volume), because we did not determine
the exact volume of our sample material. But since the sample vol-
ume did not change between measurements, our results are
equally valid for sample magnetization.

The results of the measurements are shown in Fig. A.1. For sub-
sample 1, the magnitude of magnetization increased by a factor of
3 during cooling, from about 5 A m?/vol. at room temperature to
16 Am?|vol. at 4K, see Fig. A.1a. For subsample 2, the magnetiza-
tion varied within 1 order of magnitude, with a small overall mag-
nitude increase of 13% from ~7.4 A m?/vol. at room temperature to
~8.5 Am?/vol. at 4 K, see Fig. A.1a. For subsample 3, we observed a
slight linear decrease in magnetization magnitude between room
temperature and about 120 K, see Fig. A.1c. At temperatures below
120K the increase in magnitude is more pronounced. Overall the
magnitude of magnetization increased by a factor 7, from
10.5 Am?/vol. at room temperature to 69.0 A m?/vol. at 4 K.

The measurements of magnetization are taken on a much larger
scale (cm-scale) than our scanning SQUID measurements (pm-
scale). Still these results can be used as a rough guideline for the
temperature dependence of the small-scale internal field varia-
tions that we probe with our SQUID measurements. We thus con-
clude that, within one order of magnitude, the internal fields we
measure at 4 K by scanning SQUID microscopy are valid estimates
for room temperature settings.
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